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Die Rolle von Robotern in der Gesellschaft erweitert und verändert sich ständig und bringt eine Reihe von Fragen zu der Beziehung zwischen Roboter und Mensch mit sich. Diese Einführung in die Mensch-Roboter-Interaktion (Human-Robot Interaction, HRI), die von führenden Forschern auf diesem sich entwickelnden Gebiet verfasst wurde, ist die erste, die einen breiten Überblick über die multidisziplinären Themen bietet, die für die moderne HRI-Forschung von zentraler Bedeutung sind. Studenten und Forscher aus den Bereichen Robotik, künstliche Intelligenz, Psychologie, Soziologie und Design finden darin einen prägnanten und zugänglichen Leitfaden zum aktuellen Stand des Fachgebiets.


**Anmerkungen zur zweiten Auflage**

Wie viele andere Bereiche mit Bezug zu neuen Technologien, verändert und entwickelt sich HRI weiter, während neue technologische Möglichkeiten für das Design und die Implementierung von Robotern und die Untersuchung von Menschen, die mit ihnen interagieren, verfügbar werden. Damit dieses Buch auch weiterhin relevant bleibt, haben wir es 2023 überarbeitet, um neue technische Möglichkeiten sowie neue theoretische und methodische Entwicklungen auf diesem Gebiet zu berücksichtigen. Zudem wollten wir mehr Diskussionen über Inklusion, gesellschaftliche Relevanz und Auswirkungen und ethische Überlegungen zu HRI in den ursprünglichen Text aufnehmen. Unsere erste Ausgabe konzentrierte sich weitgehend auf die soziale Robotik als Hauptbereich der HRI. Dabei vernachlässigten wir die Interaktionen zwischen Menschen und Robotern in Kontexten wie Fabri-
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1 Einleitung

1.1 Über dieses Buch


Falls Sie einen technischen Hintergrund haben, glauben Sie, einen Roboter bauen zu können, der mit Menschen interagieren kann, indem Sie dafür nur mit anderen Ingenieuren zusammenarbeiten? Wir sind leider der Meinung, dass Sie dazu nicht in der Lage sein werden. Um Roboter zu entwerfen, mit denen Menschen interagieren wollen, benötigt man ein gutes Verständnis menschlicher sozialer Interaktionen. Um dieses Verständnis zu erlangen, braucht man Einblicke von Menschen, die in den Sozial- und Geisteswissenschaften ausgebildet wurden.

Sind Sie Designer? Denken Sie, dass Sie einen sozial interaktiven Roboter entwerfen können, ohne mit Ingenieuren und Psychologen zusammenzuarbeiten? Die Erwartungen der Menschen an Roboter und ihre Rolle im Alltag sind nicht nur hoch, sondern auch von Mensch zu Mensch sehr unterschiedlich. Manche Menschen wünschen sich einen Roboter, der für sie kocht, andere wünschen sich einen Roboter, der ihre Hausaufgaben macht und im Anschluss eine intellektuelle Unterhaltung über den neuesten Star Wars-Film führt. Die Fähigkeiten von Robotern als Assistenten sind jedoch immer noch recht begrenzt. Moravecs Paradoxon gilt auch Jahrzehnte nach seiner ersten Äußerung noch: Alles, was Menschen schwerfällt, ist für Maschinen relativ einfach, und alles, was ein kleines Kind kann, ist für eine Maschine fast unmöglich. Als Designer braucht man also ein gutes Verständnis der technischen Möglichkeiten, von der menschlichen Psychologie und von Soziologie, um einen Entwurf eines Roboters auszuarbeiten, der praktisch umsetzbar ist.

Und nicht zuletzt, diejenigen von Ihnen, die in Psychologie und Soziologie geschult sind, wollen Sie einfach nur darauf warten, dass eben beschriebene Arten von Robotern in unserer Gesellschaft auftauchen? Wäre es nicht bereits zu spät, sich erst dann mit Robotertechnologien zu befassen, wenn diese schon Teil unseres Alltags sind? Wollen Sie nicht Einfluss darauf nehmen, wie die Roboter aussehen und interagieren? Was Sie schon jetzt tun können, ist mit befreundeten Ingenieuren und Informatikern zu sprechen oder mit einem Designer Mittagessen zu gehen. Dadurch können Ihre sozialwissenschaftlichen Ideen auf dem, was technisch möglich ist, aufgebaut werden und Ihnen dabei helfen, die Bereiche zu finden, in denen Ihr Wissen den größten Einfluss haben kann.

Das Autorenteam besteht aus einer Gruppe von weltweit führenden Experten aus dem breiten Spektrum der Disziplinen, die zur HRI beitragen. Unser aller Herzschlägt für die Verbesserung der Interaktion zwischen Menschen und Robotern. Darüber hinaus wollen wir sicherstellen, dass Roboter auf eine der Gesellschaft und den Menschen, die sie nutzen und durch sie beeinflusst werden, dienliche Art eingesetzt werden.

1.2 Die Autor:innen

1.2.1 Christoph Bartneck


1.2.2 Tony Belpaeme

Tony Belpaeme ist Professor an der Universität Gent, Belgien, und war zuvor Professor für Robotik und kognitive Systeme an der Universität Plymouth, Großbritannien. Er promovierte in künstlicher Intelligenz an der Vrije Universiteit Brussel (VUB). Ausgehend von der Prämisse, dass Intelligenz in sozialer Interaktion verwurzelt ist, versuchen Tony und sein Forschungsteam, die künstliche Intelligenz sozialer Roboter zu fördern. Dieser Ansatz führt zu einer Reihe an Ergebnissen, die von theoretischen Erkenntnissen bis zu praktischen Anwendungen reichen. Er ist an groß angelegten Projekten beteiligt, in denen untersucht wird, wie Roboter zur Unterstützung von Kindern in der Bildung eingesetzt werden können. Er untersucht, wie kurze Interaktionen mit Robotern zu langfristigen werden können und wie Roboter in der Therapie eingesetzt werden können.

1.2.3 Friederike Eyssel

1.2.4 Takayuki Kanda


1.2.5 Merel Keijsers


1.2.6 Selma Šabanović

Was ist Mensch-Roboter-Interaktion?

Die Interaktion zwischen Mensch und Roboter (Human-Robot Interaction, HRI) wird allgemein als ein neues und aufstrebendes Gebiet bezeichnet, die Idee der menschlichen Interaktion mit Robotern ist aber schon so alt wie die Idee der Roboter selbst. Isaac Asimov, der in den 1940er-Jahren den Begriff der „Robotik“ prägte, schrieb seine Geschichten um Fragen, welche die Beziehung zwischen Menschen und Robotern als Hauptteil der Analyse betrachten: „Wie sehr werden die Menschen Robotern vertrauen?“; „Welche Art von Beziehung kann ein Mensch zu einem Roboter haben?“; „Wie verändern sich unsere Vorstellungen davon, was menschlich ist, wenn wir Maschinen haben, die menschenähnliche Dinge in unserer Mitte tun?“ (siehe S. 315 für mehr über Asimov). Vor Jahrzehnten waren diese Ideen noch Science-Fiction, aber heute sind viele dieser Fragen real, in der heutigen Gesellschaft präsent und zu zentralen Forschungsfragen im Bereich der HRI geworden.

Dieses Kapitel soll den Rahmen für das vorliegende Buch abstecken. Da die HRI ein überaus vielfältiges Gebiet ist, werden in Abschnitt 2.1 die Haupthemen dieses Buches hervorgehoben und erläutert. Abschnitt 2.2 befasst sich mit dem interdisziplinären Charakter dieses Fachgebiets und dessen Konsequenzen für die Forschung und das Roboterdesign. Schließlich bietet Abschnitt 2.3 einen zeitlichen Ablauf der Entwicklung von (sozialen) Robotern und liefert einen Überblick über die in der HRI am häufigsten eingesetzten Robotern.
Was ist Mensch-Roboter-Interaktion?

Unterscheidung zwischen physischer und sozialer Interaktion


2.1 Der Schwerpunkt dieses Buches

HRI ist ein großes, multidisziplinäres Gebiet, und dieses Buch liefert einen ersten Einstieg in die damit verbundenen Probleme, Prozesse und Lösungen. Dieses Buch ermöglicht es dem Leser, sich einen Überblick über das Gebiet zu verschaffen, ohne von der Komplexität all der Herausforderungen, mit denen wir konfrontiert sind, überwältigt zu werden, auch wenn wir Hinweise auf einschlägige Literatur geben, die der interessierte Leser in Ruhe recherchieren kann. Dieses Buch bietet eine dringend benötigte Einführung in das Gebiet, mit dem Ziel, dass sich Studenten, Wissenschaftler, Praktiker und politische Entscheidungsträger mit der Zukunft der Interaktion zwischen Mensch und Technik vertraut machen können. Als
Stichwortverzeichnis

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abhängigkeit</td>
<td>Augenbewegung</td>
<td>Care-o-bot</td>
</tr>
<tr>
<td>298</td>
<td>131</td>
<td>267</td>
</tr>
<tr>
<td>Absichtserkennung</td>
<td>Ausstellungsführer-Roboter</td>
<td>Chamäleon-Effekt</td>
</tr>
<tr>
<td>161f.</td>
<td>267</td>
<td>137</td>
</tr>
<tr>
<td>Adaption</td>
<td>Automatic Speech Recognition</td>
<td>Chatbot</td>
</tr>
<tr>
<td>63</td>
<td>155</td>
<td>166</td>
</tr>
<tr>
<td>Affekt</td>
<td>automatische Spracherkennung</td>
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<tr>
<td>Tiefensensor</td>
<td>36</td>
</tr>
<tr>
<td>Trainingsdaten</td>
<td>55</td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>60</td>
</tr>
<tr>
<td>Transferlernen</td>
<td>162</td>
</tr>
<tr>
<td>Transformer</td>
<td>58</td>
</tr>
<tr>
<td>Turing-Test</td>
<td>167</td>
</tr>
<tr>
<td>Turn-Taking</td>
<td>142</td>
</tr>
<tr>
<td>TurtleBot2</td>
<td>76</td>
</tr>
<tr>
<td>Tutor-Roboter</td>
<td>270</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>U</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>überwachtes Lernen</td>
<td>54</td>
</tr>
<tr>
<td>Umfrage</td>
<td>225</td>
</tr>
<tr>
<td>Uncanny Valley</td>
<td>88</td>
</tr>
<tr>
<td>User-centered Design</td>
<td>94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>V</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Value Sensitive Design</td>
<td>102</td>
</tr>
<tr>
<td>Variabilität</td>
<td>248</td>
</tr>
<tr>
<td>Vector</td>
<td>20</td>
</tr>
<tr>
<td>verbale Interaktion</td>
<td>151</td>
</tr>
<tr>
<td>Verbraucherdrohnen</td>
<td>110</td>
</tr>
<tr>
<td>Verhaltenskodizes</td>
<td>255</td>
</tr>
<tr>
<td>Verhaltensprogrammierung</td>
<td>50</td>
</tr>
<tr>
<td>Vermenschlichung</td>
<td>85</td>
</tr>
<tr>
<td>verstärkendes Lernen</td>
<td>62</td>
</tr>
<tr>
<td>Vex Robotics Design System</td>
<td>98</td>
</tr>
<tr>
<td>virtueller Agent</td>
<td>32</td>
</tr>
<tr>
<td>Voice-Activity Detection</td>
<td>160</td>
</tr>
<tr>
<td>Stichwortverzeichnis</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td><strong>W</strong></td>
<td></td>
</tr>
<tr>
<td>Wakamaru  86</td>
<td></td>
</tr>
<tr>
<td>Walt  91, 286</td>
<td></td>
</tr>
<tr>
<td>wertorientiertes Design  102</td>
<td></td>
</tr>
<tr>
<td>Within-Subjects-Design  237</td>
<td></td>
</tr>
<tr>
<td>Wizard-of-Oz-Technik  243</td>
<td></td>
</tr>
<tr>
<td><strong>Z</strong></td>
<td></td>
</tr>
<tr>
<td>Zeno  278</td>
<td></td>
</tr>
<tr>
<td>zoomorphe Roboter  31</td>
<td></td>
</tr>
</tbody>
</table>